Abstract: With a large number of inverter-interfaced renewable power generation, fault-induced delayed voltage recovery (FIDVR) events have become a serious threat to power system stability assessment. This study proposes a novel data-driven method based on probabilistic prediction, ensemble learning, and multi-objective optimisation programming (MOP) to rapidly predict the FIDVR severity index for real-time FIDVR assessment. Distinguished from the existing single machine learning (ML) algorithm data-driven method, the proposed method combines different randomised learning algorithms to acquire a more diversified ML outcome. The probabilistic prediction models the uncertainties existing in the prediction process, which quantifies the prediction confidence over a progressive observation window. Besides, the FIDVR can be evaluated through the time-adaptive framework to achieve the best FIDVR speed and accuracy with the MOP framework. The simulation results on the New England 10-machine 39-bus system display its preponderance over the single ML, and also demonstrate its better speed and accuracy performance in FIDVR assessment.

Nomenclature

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_B$</td>
<td>total quantity of system buses</td>
</tr>
<tr>
<td>$T$</td>
<td>considered voltage transient time frame</td>
</tr>
<tr>
<td>$T_c$</td>
<td>fault cleared time</td>
</tr>
<tr>
<td>$V_{i,0}$</td>
<td>pre-fault voltage magnitude of bus $i$</td>
</tr>
<tr>
<td>$V_{i,t}$</td>
<td>voltage magnitude of bus $i$ at the time $t$</td>
</tr>
<tr>
<td>$\mu$</td>
<td>threshold to incredible voltage deviation</td>
</tr>
<tr>
<td>$g(\cdot)$</td>
<td>efficient activation function</td>
</tr>
<tr>
<td>$W$</td>
<td>ELM input weight vector mapping all input nodes with its hidden node</td>
</tr>
<tr>
<td>$\beta$</td>
<td>output weight vector mapping the hidden layer node with the output nodes</td>
</tr>
<tr>
<td>$b$</td>
<td>biases</td>
</tr>
<tr>
<td>$H^t$</td>
<td>Moore–Penrose generalised inverse of the hidden layer output matrix</td>
</tr>
<tr>
<td>$d$</td>
<td>vector concatenating the hidden layer outputs and the inputs</td>
</tr>
<tr>
<td>$t$</td>
<td>output vectors of RVFL</td>
</tr>
<tr>
<td>$E$</td>
<td>quadratic error of RVFL</td>
</tr>
<tr>
<td>$N$</td>
<td>quantity of training samples</td>
</tr>
<tr>
<td>$F$</td>
<td>quantity of input features</td>
</tr>
<tr>
<td>$Z$</td>
<td>quantity of hybrid ensemble model predictors</td>
</tr>
<tr>
<td>$D$</td>
<td>original training samples</td>
</tr>
<tr>
<td>$D^*$</td>
<td>bootstrapped pairs samples</td>
</tr>
<tr>
<td>$h_{E,i}, h_R$</td>
<td>hidden nodes of ELM and RVFL</td>
</tr>
<tr>
<td>$\hat{y}_{ML}(x_i)$</td>
<td>prediction value of bootstrapped ELM</td>
</tr>
<tr>
<td>$\hat{y}_{RVFL}(x_i)$</td>
<td>prediction value of bootstrapped RVFL</td>
</tr>
<tr>
<td>$y_{true}$</td>
<td>true TVSI of training samples</td>
</tr>
<tr>
<td>$e_{label}$</td>
<td>training error</td>
</tr>
<tr>
<td>$\hat{e}_{rasl}$</td>
<td>predicted error</td>
</tr>
<tr>
<td>$\hat{y}(t)$</td>
<td>predicted TVSI value</td>
</tr>
<tr>
<td>$\sigma(t)$</td>
<td>prediction uncertainty modelling</td>
</tr>
<tr>
<td>$\epsilon_{model}$</td>
<td>inherent model uncertainty of the TVSI predictor</td>
</tr>
<tr>
<td>$\epsilon_{rasl}$</td>
<td>predicted error</td>
</tr>
<tr>
<td>$\epsilon_{rasl,model}$</td>
<td>inherent model uncertainty of the error predictor</td>
</tr>
</tbody>
</table>

1 Introduction

1.1 Background

Fault-induced delayed voltage recovery (FIDVR) refers to that, being subjected to large disturbances such as short-circuit faults, the power system voltage fails to recover to the secure level (e.g. 90% of pre-disturbance voltage) within an acceptable timeframe [1]. The FIDVR situation can further aggravate system conditions and lead to cascading failure and even fast voltage collapse. It is a critical concern with a large number of inverter-interfaced renewable power generation [2], e.g. the wind power and photovoltaic, has been integrated, which needs the more stringent low-voltage-ride-through capability. Besides, the induction motors share a considerable portion of the loads, e.g. air conditioners. Following a fast fault-induced voltage dropping, the fast-recovering behaviour can prominently damage the voltage recovery performance [3, 4], such as drawing excessive reactive power from the grid. Due to the FIDVR threat on the high-level wind power systems, South Australia occurs a wide range blackout event, which results in considerable power generation loss [5].

Voltage stability and FIDVR are both concerned with the post-disturbance voltage behaviour, but they focus on different aspects. Following a disturbance, voltage stability refers to the ability of bus voltages to successfully recover to its pre-disturbance level or not, either stable or unstable. In comparison, FIDVR only considers the stable cases, and focuses on the time taken for the bus voltages to recover, which usually requires numerical metrics to evaluate its severity.

With the recent development of time-synchronised measurement techniques, real-time FIDVR assessment has been
identifying as a sound solution for mitigating the FIDVR threat [6–9]. Following a large voltage disturbance, the FIDVR assessment should be accurate enough to avoid misoperation of control actions. Moreover, in the post-fault voltage propagation, the earlier the FIDVR event is detected, the higher chance the deviated voltage can be recovered timely. Therefore, the FIDVR assessment speed should also be valued seriously. The purpose of this paper is to enhance and increase the accuracy and speed of real-time FIDVR assessment.

1.2 Literature review

The traditional evaluation methods for FIDVR are to simulate offline time-domain (T-D) on a pre-defined contingency set and solve a set of high-dimensional algebraic equations iteratively. It is difficult to meet the needs of real-time evaluation due to its high computational complexity, and it can only trigger emergency control actions in an event-based manner, making it less robust and inaccurate.

In recent years, a wide variety of machine learning-based (ML-based) data-driven methods, such as Shapeta-based classification [10], Lyapunov exponent method [11], imbalanced ML [12], multi-stream classification [13] and wordbook-based light-duty time-series learning machine [14], have been proposed for data-driven assessment. However, these conventional data-driven methods are based on a fixed long observation window [15] after the fault, which usually suffers from slow assessment speed. More recently, the time-adaptive framework has become popular in real-time assessment and has been applied in a wide range of areas such as transient stability assessment [16, 17], short-term voltage stability assessment [15], FIDVR assessment [18], and microgrid islanding detection [19]. Based on this framework, the evaluation progressively proceeds over the observation windows, and the final decision can be made at an appropriate earlier time based on the evaluated model credibility.

In our previous work [18], a probabilistic prediction framework is proposed for a time-adaptive FIDVR assessment. Compared to the deterministic mechanism in [15–17, 19], probabilistic prediction can not only provide the deterministic assessment result but also quantify the error in the assessment. Such FIDVR assessment on a probabilistic basis has been both theoretically and practically verified as a more accurate method to evaluate the model credibility in a time-adaptive decision process; thus, an early determination advantage of time-adaptive assessment can be more reliably achieved. However, some disadvantages of the existing method in [18] can be observed:

(i) The method in [18] can only make inaccurate binary decisions on FIDVR acceptability (i.e. whether a FIDVR event is acceptable or unacceptable) and lacks reliable numerical evaluation capability on FIDVR event.

(ii) The parameters involved in the ML model and probabilistic time-adaptive prediction are empirically determined without any optimisation on them, which could lead to sub-optimal performance of the method.

(iii) Only a single ML algorithm, random vector functional link neural network (RVFL), was adopted in [18] to achieve a probabilistic model. Its learning diversity for prediction error evaluation could be further reinforced by integrating multiple learning algorithms.

1.3 Contributions in this paper

Considering the above inadequacies, a new hybrid ensemble method for probabilistic learning is proposed. It can achieve probabilistic and time-adaptive time-series prediction for real-time FIDVR assessment, which can significantly improve both the assessment speed and accuracy. Distinguished from the existing single ML-based data-driven method, the proposed hybrid model combines different randomised ML algorithms, such as extreme learning machine (ELM) and RVFL, to acquire the multifarious ML outcomes and improved FIDVR assessment performance. Besides, the FIDVR is evaluated in an optimised way in order to acquire the optimally balanced FIDVR assessment accuracy and speed through a multi-objective optimisation programming (MOP). The main contribution and value of this paper are summarised as follows:

(i) The FIDVR severity is quantified by continuous transient voltage severity index (TVSI), and the real-time FIDVR assessment can be converted to a time series prediction problem. This allows the proposed method to provide a numerical evaluation on FIDVR events as its output. Compared to the binary decision-making in [18], the system operators can gain more accurate FIDVR assessment based on such numerical value.

(ii) A probabilistic time-adaptive method is designed based on the hybrid ensemble learning model to quantify the uncertainties in the prediction process. Under the time-adaptive framework, the FIDVR severity can be progressively predicted on a probabilistic basis via a hybrid ensemble learning model.

(iii) The hybrid ensemble learning model combines different randomised ML algorithms to improve diversity. The aggregated output can show its better performance than the single ML models.

(iv) The parameters involved in the hybrid ensemble model and probabilistic time-adaptive prediction process are optimised by solving a MOP to optimally balance the FIDVR assessment accuracy and speed. The performance of the proposed method can be assessed to satisfy different practical requirements by providing the optimal solution sets to the system operators.

The proposed method is tested on the New England 10-machine 39-bus system and shown significant improvement in FIDVR assessment speed and accuracy compared with the existing methods.

2 Problem descriptions

The proposed method belongs to a time-series prediction process that can predict the TVSI value. The FIDVR events should be assessed in a probabilistic time-adaptive prediction framework to improve the speed without sacrificing overall assessment accuracy. This section firstly introduces the TVSI as quantification of FIDVR severity, and then describes the time-adaptive prediction framework for FIDVR assessment; in the end, the shortcomings in existing methods are shown.

2.1 Transient voltage severity index

The severity of dynamic voltage deviation can be varying depending on the severity of disturbance, which needs appropriate metrics to evaluate such severity. A set of industrial criteria based on the voltage deviation magnitude and the associated duration time have been designed [20], i.e. if the duration time for the bus voltage to remain below 90% of its steady-state level exceeds a pre-defined threshold, the FIDVR event is identified as unacceptable and will trigger voltage control actions. Such rule-based industrial criteria show great differences among the operating regions, countries, the utilities, and lack quantitative evaluation on voltage recovery behaviour. Thus, there is a pressing need for a continuous index to quantify the FIDVR phenomenon.

In practice, the magnitude of the voltage deviation and the associated duration time would serve as the two indicators of voltage deviation severity [15].

In this paper, TVSI proposed in [15] is utilised, which is a straightforward and numerical index

\[
TVSI = \frac{\sum_{i=1}^{N_t} \sum_{t=1}^{T_c} TVDI_{ij}}{N_t \times (T - T_c)}
\]

where \(N_t\) represents the total quantity of system buses, \(T\) represents the considered voltage transient time frame, \(T_c\) represents the fault cleared time, and \(TVDI\) represents the transient voltage deviation index, defined as follows:

(i) The FIDVR severity is quantified by continuous transient voltage severity index (TVSI), and the real-time FIDVR assessment can be converted to a time series prediction problem. This allows the proposed method to provide a numerical evaluation on FIDVR events as its output. Compared to the binary decision-making in [18], the system operators can gain more accurate FIDVR assessment based on such numerical value.

(ii) A probabilistic time-adaptive method is designed based on the hybrid ensemble learning model to quantify the uncertainties in the prediction process. Under the time-adaptive framework, the FIDVR severity can be progressively predicted on a probabilistic basis via a hybrid ensemble learning model.

(iii) The hybrid ensemble learning model combines different randomised ML algorithms to improve diversity. The aggregated output can show its better performance than the single ML models.

(iv) The parameters involved in the hybrid ensemble model and probabilistic time-adaptive prediction process are optimised by solving a MOP to optimally balance the FIDVR assessment accuracy and speed. The performance of the proposed method can be assessed to satisfy different practical requirements by providing the optimal solution sets to the system operators.

The proposed method is tested on the New England 10-machine 39-bus system and shown significant improvement in FIDVR assessment speed and accuracy compared with the existing methods.

2 Problem descriptions

The proposed method belongs to a time-series prediction process that can predict the TVSI value. The FIDVR events should be assessed in a probabilistic time-adaptive prediction framework to improve the speed without sacrificing overall assessment accuracy. This section firstly introduces the TVSI as quantification of FIDVR severity, and then describes the time-adaptive prediction framework for FIDVR assessment; in the end, the shortcomings in existing methods are shown.

2.1 Transient voltage severity index

The severity of dynamic voltage deviation can be varying depending on the severity of disturbance, which needs appropriate metrics to evaluate such severity. A set of industrial criteria based on the voltage deviation magnitude and the associated duration time have been designed [20], i.e. if the duration time for the bus voltage to remain below 90% of its steady-state level exceeds a pre-defined threshold, the FIDVR event is identified as unacceptable and will trigger voltage control actions. Such rule-based industrial criteria show great differences among the operating regions, countries, the utilities, and lack quantitative evaluation on voltage recovery behaviour. Thus, there is a pressing need for a continuous index to quantify the FIDVR phenomenon.

In practice, the magnitude of the voltage deviation and the associated duration time would serve as the two indicators of voltage deviation severity [15].

In this paper, TVSI proposed in [15] is utilised, which is a straightforward and numerical index

\[
TVSI = \frac{\sum_{i=1}^{N_t} \sum_{t=1}^{T_c} TVDI_{ij}}{N_t \times (T - T_c)}
\]

where \(N_t\) represents the total quantity of system buses, \(T\) represents the considered voltage transient time frame, \(T_c\) represents the fault cleared time, and \(TVDI\) represents the transient voltage deviation index, defined as follows:
where \( V_{i,0} \) represents the pre-fault voltage magnitude of bus \( i \), \( V_{i,t} \) represents the voltage magnitude of bus \( i \) at time \( t \), and \( \mu \) represents the threshold to define incredible voltage deviation level, which is set at 10% according to the practical criteria [20].

TVSI aims to integrate the buses with unacceptable voltage violations in the transient period. TVSI takes into account both the voltage violation magnitude and the associated duration time in the whole system level. A smaller TVSI value indicates lower FIDVR severity, meaning a better voltage recovery performance [15]. Note that the load level indicates the operating range of the systems, and TVSI is used to quantify the severity of the post-fault voltage deviation.

### 2.2 Time-adaptive assessment framework

With the employment of synchronised measurement techniques and wide-area measurement systems, the voltage trajectory can be measured in real time; thus FIDVR can be predicted by the voltage trajectories. Under such sensing infrastructure, the FIDVR assessment speed represents the elapsed time from the fault clearance time to the assessment prediction time.

The aim of the time-adaptive prediction framework [16] is to improve the classification/regression speed of a time-series without impairing the overall accuracy. In order to improve the prediction speed, a probabilistic time-adaptive FIDVR assessment method is proposed, which can progressively predict the TVSI value by using the real-time voltage data measured from each time point.

To acquire a better performance, ML algorithms would be applied to predict the TVSI based on the real-time voltage trajectories. By comparing the predicted TVSI with the default threshold, the system can make the corresponding decision. If the predicted TVSI is higher than the default threshold, the FIDVR event is regarded as incredible. But if the stopping criterion threshold is too small, the assessment speed would be too slow to trigger emergency control action on time.

Applying for the FIDVR assessment problem, the proposed method of this framework is illustrated in Fig. 1. There are a series of intelligent models, and each of them operates at a different time point \( T_t \). For each time point \( T_t \), check the prediction uncertainty to decide whether the result is confidence: if the output is identified as a credible event, the result will be directly obtained at the current time point; otherwise, such assessment will continue at the next time point \( T_{t+1} \). The whole process proceeds until a confident FIDVR assessment result can be obtained or the maximum allowable prediction time is reached.

Compared with traditional fixed-time methods [10–15], the time-adaptive assessment framework can take the temporal voltage value dependency into consideration and reliably deliver the final decision as early as possible. According to [16–19], the overall prediction assessment speed is significantly improved by such a time-adaptive mechanism.

### 2.3 Inadequacies of existing methods

Considering the practical need for real-time FIDVR assessment, the assessment accuracy and speed are the significant criteria to evaluate the FIDVR assessment performance. Generally, the longer the response time, the more information can be measured, then the FIDVR assessment result tends to be more confident. The current fixed-time FIDVR assessment methods [9, 10, 15] only pursue the high accuracy, but neglect the speed. Under these circumstances, the assessment results might be obtained too late to activate emergency control in time against the risk of blackouts.

Another shortcoming is that the existing time-adaptive framework utilises a large quantity of user-defined parameters that must be manually tuned based on practical experience [13, 15, 20–22]. These human-experienced works are time-consuming and can easily lead to a sub-optimal solution. Thus, there is a press needing to design an autonomous model to optimise the time-adaptive assessment framework. It can be clearly observed that there is a trade-off in terms of the assessment accuracy and speed, so how to balance this trade-off should also be paid more attention.

### 3 Proposed method

Randomised ML algorithms are excellent candidates for ensemble learning for their naturally diverse. Compared to the deterministic mechanism in [15–17, 19], a new hybrid ensemble probabilistic learning is designed for achieving probabilistic and time-adaptive time-series prediction for real-time FIDVR assessment via a MOF to balance FIDVR assessment accuracy and speed through, which can significantly improve both the assessment speed and accuracy. This section firstly introduces the randomised learning algorithms, then designs an intelligent model and the uncertainty from predictor and noise. Finally, in order to balance the speed and accuracy, the model is optimised to achieve the optimal FIDVR assessment.

![Fig. 1 Time-adaptive prediction framework for FIDVR assessment](image-url)
where layer, a hidden layer, and an output layer, as shown Fig. 2.

\[ g(x) = \sum_{j=1}^{N} \beta_j \cdot g(x_j) + b_j = t_j, \quad j = 1, 2, \ldots, N \]  

(3)

where \( g(\cdot) \) is the efficient activation function, \( \mathbf{W} \) represents the input weight vector mapping all input nodes with its hidden node, \( \beta \) represents the output weight vector mapping the \( i \)-th hidden layer node with the output nodes and \( b \) represents the biases at the \( i \)-th hidden layer node.

At the training process, the weights and biases of the ELM are randomly chosen; such a structure can avoid iterative training procedure. After that, analytically obtain the output weights \( \beta \) by direct matrix calculations. If the quantity of hidden layer nodes is much less than the number of training samples, it will become a linear system for fixed \( \mathbf{W} \) and \( b \), and output weight \( \beta^* \) is calculated via the minimal norm least square as follows:

\[ \beta^* = \mathbf{H}^T \]  

(4)

where \( \mathbf{H}^T \) is the Moore–Penrose generalised inverse of the hidden layer output matrix.

Compared to the traditional ML algorithms, e.g. backpropagation, ELM can randomly select its parameters, which can significantly decrease the training computation burden and improve much training speed. Other advantages of ELM are its less need for parameter tuning and excellent generalisation ability, such as stopping criteria design and learning rate settings that are commonly encountered in the traditional neural networks.

3.1.2 Random vector functional link neural network: RVFL shown in Fig. 3 also belongs to the randomised neural network. The specific characteristic of RVFL is its direct input-output connection. Based on such a structure, the output can be formulated as follows:

\[ t_i = d_i^T \beta, \quad i = 1, 2, \ldots, R \]  

(5)

where \( R \) represents the number of samples, \( d_i \) represents a vector concatenating the hidden layer outputs and the inputs, \( \beta \) represents the output weight vector, and \( t_i \) represents the output vector. The weights mapping the input to the hidden layer nodes are randomly chosen within the appropriate domain via the obtained scale factor in the parameter adjustment phase, and such weights are generated uniformly. The RVFL learning procedure can be formulated into the minimisation of the quadratic error \( E \) as follows:

\[ E = \frac{1}{2R} \sum_{i=1}^{R} (t_i - \beta^T d_i)^2 \]  

(6)

The input weights and biases are randomly chosen in a suitable domain, so RVFL has a fast learning capability as ELM. Moreover, RVFL has a direct input–output connecting structure, which is the main difference between ELM and RVFL. With such a structure, RVFL can map both non-linear and linear relationships between inputs and outputs, which can help to regularise the error caused by the randomly chosen input weights and biases [25].

3.2 Bootstrap methods

Bootstrap belongs to the general statistics inference approach, which can be applied for regression analysis. Bootstrap generates sampling distributions by using uniform sampling, which is used for replacing the original data. It is widely utilised as a robust alternative to the statistical inference based on the parametric assumptions because it is difficult to compute the standard errors in some sophisticated conditions.

As to the pairs bootstrap method, when training a randomised learning neural network on particular bootstrap samples, the model parameters are estimated so as to minimise the errors on the training data. Based on the bootstrap duplicates, the model can be trained and obtain corresponding outputs for regression analysis.

3.3 Hybrid ensemble model via randomised learning

Ensemble learning algorithms can solve the same regression/classification problem by combining different ML units. With such a paradigm, the whole model can be more diverse, and its ensembling output would be more robust and more accurate, which has been demonstrated in [26–28].

Since the randomised networks are stochastic in nature, uncertainties are inevitably generated in their learning outcome. In the proposed method, such an uncertainty problem has been overcome by adopting hybrid ensemble learning models, to obtain a more diversified machine learning outcome for improved FIDVR performance. This paper designs a new hybrid ensemble model for real-time FIDVR assessment. The hybrid model ensembles RVFL and ELM as the single ML units so as to construct the hybrid ensemble model for achieving probabilistic prediction, which can both improve the accuracy and supply the potential prediction and prediction error to make more reliable mechanism before failure [26, 27].

Since the training speed of RVFL and ELM can be effectively improved, hence, the computational burden of ensemble learning
Input: Given a database of $N \times F$ size to train $Z$ predictors, including $m$ ELMs and $n$ RVFLs ($m + n = Z$), where $N$ is the quantity of training samples and $F$ is the quantity of input features.

Output: The hybrid ensemble learning model.

Begin

1. Obtain the original training samples $D_i = \{(x_i, y_i), \ldots, (x_{ni}, y_{ni})\}$. Randomly select $f \in [1, F]$ in the features.

   For $i = 1 \text{ to } E$:
   
   1. Generate $N$ bootstrapped pairs $D_{i}^* = \{(x_{i1}^*, y_{i1}^*), \ldots, (x_{in_i}^*, y_{in_i}^*)\}$ via uniform sampling with replacement from the original training samples $D_i = \{(x_i, t_i), \ldots, (x_{ni}, t_{ni})\}$.
   2. Randomly allocate ELM hidden nodes $h_e$ within an optimal hidden nodes range $[\text{nhin}, \text{nhax}]$ (Subject to a tuning process).
   3. Randomly allocate RVFL hidden nodes $h_u$ within an optimal hidden layer nodes range $[\text{nhin}, \text{nhax}]$ (Subject to a pre-tuning process).
   4. Train the ELM or the RVFL via the $N$ bootstrapped pairs $D_{i}^*$ samples, features, the number of hidden nodes, and activation function.

End For

Obtain bootstrap replicates and hybrid ensemble learning model.

End

Fig. 4 Algorithm 1: hybrid ensemble learning model

3.4 Probabilistic prediction framework

The prediction construction for forecasting is designed via the pair bootstrap method. The probabilistic predictor should be carefully designed because it would determine the overall prediction accuracy and response time. The uncertainties of a hybrid ensemble model-based probabilistic prediction are mainly in virtue of the deviation of the hybrid ensemble model for regression analysis and the noise of training samples.

3.4.1 Predictor uncertainty in a hybrid ensemble model: Deviations in hybrid ensemble model structure and parameters would lead to the uncertainty of neural network forecasting, which are mainly due to the randomly generated input weights or biases, local minima in the training process, and so on. Therefore, the output uncertainty of neural networks should be well computed in order to obtain accurate estimation. The bootstrap-based method assumes that the proposed hybrid ensemble model will achieve true regression analysis of the measured targets with less biased approximation. Given the original training samples $D_i = \{(x_1, t_1), \ldots, (x_N, t_N)\)$, the hybrid ensemble model which uses the TVSI as the targets follows the single learning unit training, the average output of the ensemble of $m$ ELMs and $n$ RVFLs can be computed as the standard estimation of the true regression, and the formula is as follows:

$$\hat{y}(x) = \frac{1}{m + n} \left[ \sum_{m = 1}^{m} \hat{y}_m(x) + \sum_{n = 1}^{n} \hat{y}_n(x) \right]$$

where $m$ ELMs and $n$ RVFLs training data sets are replicated by following the pairs bootstrap procedure with the original training samples, $\hat{y}_m(x)$ and $\hat{y}_n(x)$ represent the prediction value of the input instances generated by bootstrapped ELMs and bootstrapped RVFLs, respectively. The corresponding training errors are extracted as follows:

$$e_{\text{label}} = \sigma^2(\hat{y}(x)) = (\hat{y}_{\text{true}}(x) - \hat{y}(x))^2$$

where $\hat{y}_{\text{true}}$ and $e_{\text{label}}$ are the true TVSI of training samples and the training error, respectively.

3.4.2 Noise uncertainty in the database set: If the database sets have random properties, it is very difficult to model them in a deterministic way. Particularly when dealing with non-stationary time series, data noises have a great influence on prediction results.

The predicted TVSI is the mean output from a single learning unit based on a hybrid ensemble model in the TVSI predictor as

$$\hat{y}(t) = \frac{1}{m + n} \left[ \sum_{m = 1}^{m} \hat{y}_m(t) + \sum_{n = 1}^{n} \hat{y}_n(t) \right]$$

where $\hat{y}(t)$ is the predicted TVSI value.

The prediction uncertainty is modelled via (1) the expected error between the prediction error and the real target value, and (2) the inherent model uncertainty of ML model [18]. Thus, the prediction uncertainty modelling $\sigma^2(t)$ totally includes two parts with three components: the output variance $\hat{e}_{\text{model}}$ to evaluate the inherent model uncertainty of the TVSI predictor, the average output $\hat{e}_{\text{total}}$ to evaluate predicted error and the output variance $\hat{e}_{\text{total model}}$ to evaluate the inherent model uncertainty of the error predictor. Those three components can be mathematically calculated as follows:

$$\sigma^2(t) = \hat{e}_{\text{model}} + \hat{e}_{\text{total}} + \hat{e}_{\text{total model}}$$

$$\sigma^2(t) = \sigma^2(t) = \frac{1}{m + n + 1} \left[ \sum_{m = 1}^{m} \hat{y}_m(t) - \hat{y}(t) \right]^2$$

$$+ \left\{ \frac{1}{m + n} \left[ \sum_{m = 1}^{m} \hat{y}_m(t) + \sum_{n = 1}^{n} \hat{y}_n(t) \right] \right\}$$

where $\hat{e}_{\text{model}} = \frac{1}{m + n + 1} \left[ \sum_{m = 1}^{m} \hat{y}_m(t) - \hat{y}(t) \right]^2$
3.5.1 Multi-objective optimisation programming: The MOP for balancing the assessment speed and error is defined as follows:

\[
\text{Objectives: Maximise } \mathbf{p}(\mathbf{x}) = (\text{Error}, \text{Speed})
\]

where

\[
\mathbf{x} = [\mathbf{U}, \mathbf{M}, \mathbf{N}]
\]

\[
\mathbf{U} = (u_1, u_2, \ldots, u_{T_{\text{max}}})
\]

\[
\mathbf{M} = (m_1, m_2, \ldots, m_{T_{\text{max}}})
\]

\[
\mathbf{N} = (n_1, n_2, \ldots, n_{T_{\text{max}}})
\]

\[
\mathbf{p}(\mathbf{x}) = [p_1(x), p_2(x)] = [\text{Error}, \text{Speed}]
\]

where the error and speed are the two objectives related to the stopping criterion thresholds and the participation factors of ELM and RVFL through \(p_1\) and \(p_2\), respectively; \(\mathbf{M}\) and \(\mathbf{N}\) belong to the stopping criterion thresholds for each time point and represent the practical total prediction uncertainty thresholds to distinguish credible and incredible FIDVR cases. Under the time-adaptive FIDVR assessment framework, the quantity of decision parameters relies on the maximum allowable prediction time \(T_{\text{max}}\). Overall, combining the stopping criterion thresholds with participant parameters, the constraints are as follows:

\[
\text{Constraints: } \mathbf{M}^k + \mathbf{N}^k = \mathbf{Z}
\]

\[
u^k \geq 0
\]

\[
1 \leq k \leq T_{\text{max}}
\]

By solving such MOP, system operators can select the best solutions according to the practical requirements.

3.5.2 FIDVR assessment performance metrics: In order to optimise the FIDVR assessment, appropriate metrics should be utilised to quantify the FIDVR assessment performance. Since real-time FIDVR assessment belongs to a time series prediction question, the mean absolute percentage error (MAPE) is adopted in this paper to evaluate the prediction error at each time point. The MAPE formulation is as follows:

\[
\text{MAPE}(\mathbf{T}) = \frac{\sum_{i=1}^{d} |y_{\text{true}}(\mathbf{T}) - \hat{y}(\mathbf{T})|}{d}
\]

where \(\mathbf{T}\) is a time point, \(y_{\text{true}}\) and \(\hat{y}\) are the true and predicted TVSI value, respectively, and \(d\) is the accumulated number of credible testing instances up to the time point \(\mathbf{T}\).

Since we aim to accurately assess all instances and effectively improve the assessment speed, the average prediction speed (APS) and average prediction error (APE) are defined as the performance indices for the proposed method:

\[
\text{APS} = \frac{1}{T_{\text{total}}} \sum_{i=1}^{r} [T_i \times C(T_i)]
\]

\[
\text{APE} = \frac{1}{T_{\text{total}}} \sum_{i=1}^{r} [C(T_i) \times \text{MAPE}(T_i)]
\]

where \(r\) and \(T_{\text{total}}\) are the total quantity of time points and samples; \(T_i\) represents the \(i\)th time point; \(T_{\text{total}}\) represents the total instances; \(C(T_i)\) is the total quantity of credible samples at the current time point.

In FIDVR assessment with credible prediction, the APS measures the total FIDVR speed, and the APE measures the overall MAPE. By optimising the values of the stopping criterion thresholds and the predictors’ participation factors, APS and APE can be optimally balanced.

3.5.3 Pareto optimisation: The trade-off relationship can be interpreted by the Pareto optimality theory. Given a set of optimised solutions, system operators can utilise one of the most suitable solutions considering the various practical situations. The set of all Pareto optimal solutions is named the Pareto set, and the set of all Pareto optimal target vectors forms the Pareto optimal frontier (POF). By using POF, an interpretable and remarkable pattern showing the trade-off between average FIDVR assessment error and average response time can be displayed. The final selection of the most suitable parameters set from the Pareto set can be decided via the practical industrial needs of system operators.

4 Implementation of the proposed method

The proposed method consists of two stages, including an offline training process and an online application process, which are illustrated in Figs. 5 and 6.

4.1 Offline training process

The proposed probabilistic predictor is composed of two hybrid ensemble models, including a TVSI predictor which is employed to deterministically predict the TVSI based on the incoming trajectory snapshot, and an error predictor which is applied to compute the error between the true and the predicted TVSI. The purpose of the proposed probabilistic predictor is to utilise the diversified and multiple ensemble outputs to statistically evaluate the prediction results. During the offline process, TVSI predictor and error predictor are sequentially trained as follows: a TVSI predictor is trained as a regression model using the original database \(D_t = \{(x_1, t_1), \ldots, (x_N, t_0)\}\), then an error predictor is trained as a regression model using a modified database, which is to replace the TVSI values of each sample by the optimised training error \(e_{\text{label}}\) of TVSI predictor as the error predictor training target.
In performance optimisation, the TVSI bootstrapped training samples outputs and error bootstrapped training sample both construct new multiple and diversified output set by combining ELM and RVFL, based on which the MOP is solved to search for the optimal FIDVR performance. This paper applies NSGA-II [29] to copy with the MOP, and the corresponding POF can be calculated as the optimal result. Due to multiple Pareto points with equal optimality, a compromise solution can be chosen among them to represent the best FIDVR performance. In general, such a compromise solution is decided according to the practical need, e.g., maximum accuracy or minimum speed.

4.2 Online application process

At the online application stage, FIDVR is evaluated based on the trajectory snapshot measured at each time point. The FIDVR of incoming samples is assessed in a time-adaptive scheme via the optimal parameters trained in the offline process. Although the probabilistic predictor should enclose both the predicted TVSI and the prediction error, these two parts are different and need to be computed separately during the online application process.

TVSI predictor is responsible to predict its TVSI values \( \hat{y}(t) \) and TVSI model uncertainty \( \sigma_{\text{model}} \) and the error predictor is responsible to estimate the predicted error \( \hat{e}_{\text{pred}} \) and error model uncertainty \( \sigma_{\text{err}, \text{model}} \). Here, the TVSI value is a numerical quantity to describe the trend of the voltage to propagate into the credible level, and TVSI model uncertainty, predicted error and error model uncertainty constitute the prediction uncertainty model \( \sigma(t) \) by adding them together.

The hybrid ensemble model at the online stage can achieve the best accuracy based on the optimal participant factors, and the optimised credible prediction uses the optimal stopping criterion thresholds to achieve the best FIDVR performance. At each time point, the confident event output would be obtained with TVSI prediction \( \hat{y}(t) \) and its corresponding total prediction uncertainty \( \sigma(t) \). If the result is credible, and the final decision will be directly sent as the ultimate FIDVR assessment decision, if not, the samples with incredible outputs are delivered to the next decision cycle for re-assessment.

5 Case study and discussion

The proposed FIDVR assessment model has been tested on the New England 10-machine 39-bus system (see Fig. 7) to verify its effectiveness on large systems further. The numerical simulation is conducted on a high-performance computer with an Intel Core i7 CPU and 32-GB RAM. The T-D simulation and real-time testing environment are implemented in a Transient Security Assessment Tool (TSAT). The proposed methods are applied for the MATLAB.

5.1 Database generation

To acquire a comprehensive database for FIDVR severity assessment, the uncertainties of various factors are considered, including the fault characteristics, the load composition, and the pre-fault operating point. These factors are set according to the practical circumstances and their changes. In order to consider the influence of wind power generation on FIDVR, the generator on bus 37 is substituted by the same power rating wind farm [18].

- **Pre-fault operating points:** 4962 operating points are generated by randomly varying the wind power output between 0 and its power rating. Besides, the load demand is set between 0.8 and 1.2 of its base values. Optimal power flow is run to dispatch the synchronous generation.
- **Load modelling:** An industry-standard composite load model ‘CLOD’ [30] used in PSS/E is applied in this paper. ‘CLOD’ consists of 6 load types, including small motors, large motors, discharge lighting, transformer saturation, and voltage-dependent loads, all of which are typical load components in practical substations. For each generated operating point, the portion of motor loads is randomly sampled between 0 and 80%.

![Fig. 6 Online application procedures of the proposed method](image)

![Fig. 7 Single-line diagram of New England 10-machine 39-bus system](image)
and the different load components share can be obtained via measurement-based load modelling methods [31].

### Fault types and fault duration
Three-phase faults are considered in the simulation with the random fault duration (0.1–0.3 s). Moreover, the fault location is either a bus or a transmission line that is randomly selected from the system topology. Considering the actual industry scenarios, the fault would be cleared either with the transmission line tripping or without loss of power grid component. In doing so, various fault-induced topology changes have been considered.

Finally, the FIDVR dataset of 4962 instances (i.e. 4962 sets of post-fault voltage trajectories with their calculated TVSI values) is obtained through T-D simulation. The step size of the T-D simulation can be set to be 0.05 s so as to simulate the actual phasor measurement unit (PMU) frequency. Moreover, four sets of voltage waveforms in the database are extracted and shown in Figs. 8a–d to illustrate the post-disturbance voltage recovery behaviour under different TVSI values.

### 5.2 Setup for the time-adaptive hybrid model

- **Maximum allowable prediction time \( T_{\text{max}} \):** Among the time-adaptive process, the structure should define a maximum allowable prediction time to guarantee the whole intelligent system more reliable. Therefore, \( T_{\text{max}} \) is set as 20 [27]. With such a setting, the probabilistic predictors are performed 20 times.

- **Time points:** In this case study, each time point is set as 0.05 s, and we train the hybrid ELM and RVFL ensemble predictor for each time point. Longer time points can improve FIDVR assessment accuracy, but it would leave less time for emergency control. Since the maximum allowable response time is 20-time points (1.0 s), the proposed method consists of a total of 20 hybrid ELM and RVFL ensemble predictors.

- **Quantity of RVFLs and ELMs in the ensemble \( E \):** The existing research have proved that with the increasing of the number of ML units, the prediction error will be gradually reduced and converges to a limit [27, 29, 31], but increases the offline training burden. Based on the literature results, \( E \) is set as 200.

- **Activation function and optimal hidden layer nodes range:** In this case study, the sigmoid function is set as an activation function for ELM and RVFL predictors, which can reach the maximum classification accuracy. Besides, the common hidden nodes range for ELM and RVFL is [150, 250], which is an optimal hidden layer nodes range.

- **Number of training samples and testing samples:** The quantity of samples trained for RVFLs and ELMs determines the overall performance of the robustness. Thus, the training samples and testing samples are chosen to be 3970 (80%) and 992 (20%) as the literature, respectively.

### 5.3 Probabilistic prediction results

To validate the enhanced FIDVR results of the proposed method, the single ELM ensemble models and the single RVFL ensemble models are also tested for comparison. Besides, the time-adaptive prediction mechanism is employed for all the testing ensemble models, in order to make a pure comparison.

In probabilistic prediction performance optimisation, the MOP can be solved via NSGA-II and the Pareto solutions of three different models are displayed in Fig. 9. The important information of the two extreme points based on three different ensemble model POE is listed in Tables 1 and 2.

In Fig. 9, it is obvious that there is the trade-off relationship between FIDVR speed and error, and most of the Pareto points of hybrid ensemble probabilistic prediction model outperforms the single ELM ensemble models and the single RVFL ensemble models in terms of response time and error, so the proposed hybrid model can provide the improvement in FIDVR assessment results. In practice, the decision-maker can select a compromise solution according to the practical need, e.g. the required error or speed. The smaller the APE, the less MAPE and the higher accuracy.
Another merit of the proposed hybrid probabilistic predictor model is combining the ELM with RVFL advantages, so that the proposed model has better learning diversity. From Fig. 9, it is obvious that the single ELM ensemble model has smaller MAPE, but the speed of this model is lower. In contrast to the single ELM model is combining the ELM with RVFL advantages, so that the proposed hybrid probabilistic predictor has both faster speed and less MAPE, meaning higher accuracy.

### 5.4 Online application testing results

With the proposed hybrid ensemble model, the FIDVR severity of the testing instances is evaluated via the 20 probabilistic predictors. Among these Pareto points of the proposed hybrid model, a compromise solution is chosen to represent the optimal FIDVR results. In this case study, a practical industry requirement of 15.00% is set for APE, which can truly regulate the FIDVR error.

To demonstrate the better performance of the time-adaptive framework, seven different FIDVR testing instances are randomly chosen from the testing instances, and the true TVSI and the predicted TVSI at $T_1$, $T_5$, $T_{10}$, $T_{19}$ are shown in Table 3. It can be clearly observed that the predicted TVSI values at $T_1$ and $T_{19}$ are the totally farthest and totally nearest from the true TVSI values, demonstrating the decrease in prediction and decision at a later time point.

Based on such a practical requirement, the Pareto point of the proposed hybrid model shown in Table 4 is utilised as the compromise solution since it satisfies the 15.00% APE requirement with the lowest APS. In practical applications, the selection of the compromise Pareto point may not be subject to the above strategy. It is available for decision-makers to use their own strategies to select a compromise Pareto point. Meanwhile, they need to adjust their choices according to the practical FIDVR assessment needs of power systems. Thus, the proposed hybrid model provides the decision-makers more flexibility in manipulating the assessment performance, which can make the proposed model more suitable for real-world FIDVR assessment.

The proposed hybrid method is employed to test its online FIDVR performance by using the testing instances. The testing result is listed in Table 5. From left to right, the columns of Table 5 are the time point, the number of remained samples evaluated at the $i$th time point, the number of evaluated samples at the $i$th time point, and the assessment accuracy, respectively. Besides, the last row shows the APS and APE. The APE and APS in Table 5 are extremely close to the validated assessment results in Table 4. More specifically, the APS in the testing result is slightly higher, but the APE is significantly lower, which can further demonstrate the trade-off relationship between FIDVR speed and error.

### 6 Conclusion

This paper proposes an optimised hybrid ensemble probabilistic time-adaptive method for real-time FIDVR assessment. For the proposed method, different randomised ML algorithms (ELM and RVFL), are constructed to design a hybrid ensemble learning model which can provide more diversified ML output. The assessment decision under a time-adaptive prediction framework would be obtained as fast as possible without sacrificing FIDVR assessment accuracy. In order to achieve the above performance, TVSI, as an evaluation of the FIDVR severity, is probabilistically predicted at each point time, and the assessment decision would be made when the prediction result satisfies the credibility condition. Moreover, the FIDVR assessment performance is optimised via coping with a MOP to pursue the optimally balanced the accuracy and speed.

Compared with the single ensemble methods, the proposed method can improve FIDVR assessment results, so that the subsequent emergency control actions can be activated earlier, verifying the feasibility of the proposed optimised hybrid ensemble probabilistic time-adaptive method.
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